Logistic Regression Inference

Brooke Coneeny

# Logistic Model Assumptions

## Assumption 1: Appropriate Outcome Type

Logistic regression is an appropriate model to use when the dependent variable is a binary output (1 or 0) which is equivalent to ‘yes’ or ‘no’. If the dependent variable has more than 2 outcomes, a multinomial or ordinal logistic regression is more appropriate.

### Check

We can check for this assumption in our dataset by calculating the number of unique outcomes

## Assumption 2: Linearity of Indp var. & log-odds

An important assumption for logistic regression is that the relationship between the logit (log-odds) of the outcome and each continuous independent variable is linear.

The logit is the logarithm of the odds ratio with p being the probability of a positive outcome (1)

logit() =

### Check

1. Box-Tidwell Test:

* This test checks for the linearity between the predictors and the logit by adding log-transformed interaction terms between the continuous independent variables and their corresponding natural log into the model.
* We then check the statistical significance of the interaction terms based on their p-values.
* If an interaction term has a p-value above a chosen alpha, it implies that the independent variable is linearly related to the logit of the outcome variable and the assumption is satisfied.
* If an interaction term has a p-value below a chosen alpha, meaning it is significant, then there is evidence of non-linearity between the variable and the logit.

1. Visual Check:

* We can also check logit linearity visually by creating a scatter plot between each predictor and the logit values.

## Assumption 3: No Strongly Influential Outliers

Logistic regression assumes that there are no very influential outlier data points. The presence of these points can change the outcome and accuracy of your model.

### Check

1. The influence of points can be checked by using their Cook’s Distance. The Cook’s Distance uses the residual and leverage value of a point to summarize the changes in the regression model when that particular observation is removed.

* There are many different cut-off values that are used when deciding which points to classify as influential. A standard threshold is 4/N, where N = number of observations. This means observations with Cook’s Distnace > 4/N are considered to be influential.

1. To determine if a point is an outlier, it standard practice to use the standardized residuals. Data points with an absolute standardized residual value greater than 3 is possibly an extreme outlier

## Assumption 4: Absence of Multicollinearity

Multicollinearity is when the data contains highly correlated independent variables. This can become problematic because it reduces the accuracy of the estimated coefficients which then weakens the models statistical power

### Check

The Variance Inflation Factor (VIF) measures the degree of multicollinearity in a dataset. The VIF is equal to the ratio of the overall model variance to the variance of a model that includes only that sinlge independent variable.

* The smallest possible VIF value is 1, meaning there is a complete absence of collinearity between variables
* A common rule of thumb, a VIF greater than 5 indicates problematic amount of multicollinearity

## Assumption 5: Independence of Observations

The observations in the dataset must all be independent of each other; meaning they should not come from repeated or paired data. This ensures that each observation is not influenced or related to the others.

### Assumption 6: Sufficientyl Large Sample Size

In order to avoid overfitting the model, there should be a sufficiently large amount of observations for each independent variable

# Fitting Models

We are going to fit two simple logistic regression models. The first will fit y = Home.win on Vegas.H.R

##   
## Call:  
## glm(formula = response1 ~ Vegas.H.R, family = "binomial", data = modeldata)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.9328 -1.0601 0.7242 1.0195 1.6323   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.03457 0.14223 -0.243 0.808   
## Vegas.H.R 0.12390 0.02626 4.718 2.38e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 351.37 on 255 degrees of freedom  
## Residual deviance: 326.36 on 254 degrees of freedom  
## AIC: 330.36  
##   
## Number of Fisher Scoring iterations: 4

The second regression will fit y = Home.win on Halftime.H.R

##   
## Call:  
## glm(formula = response1 ~ Halftime.H.R, family = "binomial",   
## data = modeldata)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7455 -0.8333 0.2253 0.8129 2.2836   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.27694 0.15563 1.779 0.0752 .   
## Halftime.H.R 0.16517 0.02244 7.359 1.85e-13 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 351.37 on 255 degrees of freedom  
## Residual deviance: 251.48 on 254 degrees of freedom  
## AIC: 255.48  
##   
## Number of Fisher Scoring iterations: 5

I wanted to quickly show how to check the second asusmption of linearity in case it was not clear above: (2) Linearity of independent variables and log-odds

# get predicted values and log odds  
modeldata <- modeldata %>%  
 mutate(predicted\_values = predict(model1)) %>%  
 mutate(log\_odds = log(predicted\_values/(1- predicted\_values)))

## Warning in log(predicted\_values/(1 - predicted\_values)): NaNs produced

assumption\_plot <- modeldata %>%  
 ggplot(aes(x = Vegas.H.R, y = log\_odds)) +  
 geom\_point()   
  
assumption\_plot

## Warning: Removed 119 rows containing missing values (geom\_point).

![](data:image/png;base64,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)

# get predicted values and log odds  
modeldata <- modeldata %>%  
 mutate(predicted\_values2 = predict(model2)) %>%  
 mutate(log\_odds\_two = log(predicted\_values2/(1- predicted\_values2)))

## Warning in log(predicted\_values2/(1 - predicted\_values2)): NaNs produced

assumption\_plot2 <- modeldata %>%  
 ggplot(aes(x = Halftime.H.R, y = log\_odds\_two)) +  
 geom\_point()   
  
assumption\_plot2

## Warning: Removed 190 rows containing missing values (geom\_point).
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Now we are going to fit two more models, creating factor variables for both Vegas.H.R and Halftime.H.R

##   
## Call:  
## glm(formula = response1 ~ factor(Vegas.H.R), family = "binomial",   
## data = modeldata)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.03933 -1.08424 0.00022 1.01077 1.87502   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -1.757e+01 3.956e+03 -0.004 0.996  
## factor(Vegas.H.R)-8 3.513e+01 5.595e+03 0.006 0.995  
## factor(Vegas.H.R)-7 1.757e+01 3.956e+03 0.004 0.996  
## factor(Vegas.H.R)-6.5 1.647e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)-6 1.716e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)-5.5 1.647e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)-5 -2.586e-07 5.595e+03 0.000 1.000  
## factor(Vegas.H.R)-4.5 3.513e+01 4.845e+03 0.007 0.994  
## factor(Vegas.H.R)-4 1.631e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)-3.5 1.797e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)-3 1.600e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)-2.5 3.513e+01 4.423e+03 0.008 0.994  
## factor(Vegas.H.R)-2 1.797e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)-1.5 -2.588e-07 4.845e+03 0.000 1.000  
## factor(Vegas.H.R)-1 1.757e+01 3.956e+03 0.004 0.996  
## factor(Vegas.H.R)0 3.513e+01 5.595e+03 0.006 0.995  
## factor(Vegas.H.R)1 1.951e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)1.5 1.757e+01 3.956e+03 0.004 0.996  
## factor(Vegas.H.R)2 1.757e+01 3.956e+03 0.004 0.996  
## factor(Vegas.H.R)2.5 1.734e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)3 1.757e+01 3.956e+03 0.004 0.996  
## factor(Vegas.H.R)3.5 1.895e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)4 1.785e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)4.5 1.866e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)5 1.647e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)5.5 1.734e+01 3.956e+03 0.004 0.997  
## factor(Vegas.H.R)6 1.841e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)6.5 1.797e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)7 1.858e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)7.5 1.866e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)8 3.513e+01 4.334e+03 0.008 0.994  
## factor(Vegas.H.R)8.5 1.866e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)9 3.513e+01 4.334e+03 0.008 0.994  
## factor(Vegas.H.R)9.5 3.513e+01 4.568e+03 0.008 0.994  
## factor(Vegas.H.R)10 3.513e+01 4.568e+03 0.008 0.994  
## factor(Vegas.H.R)11 3.513e+01 4.845e+03 0.007 0.994  
## factor(Vegas.H.R)11.5 3.513e+01 4.845e+03 0.007 0.994  
## factor(Vegas.H.R)13 1.757e+01 3.956e+03 0.004 0.996  
## factor(Vegas.H.R)13.5 1.826e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)14 1.895e+01 3.956e+03 0.005 0.996  
## factor(Vegas.H.R)14.5 3.513e+01 5.595e+03 0.006 0.995  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 351.37 on 255 degrees of freedom  
## Residual deviance: 268.78 on 215 degrees of freedom  
## AIC: 350.78  
##   
## Number of Fisher Scoring iterations: 16

##   
## Call:  
## glm(formula = response1 ~ factor(Halftime.H.R), family = "binomial",   
## data = modeldata)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.14597 -0.73248 0.00013 0.75853 1.89302   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -1.857e+01 6.523e+03 -0.003 0.998  
## factor(Halftime.H.R)-33 4.632e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-31 4.632e-07 7.989e+03 0.000 1.000  
## factor(Halftime.H.R)-28 4.638e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-22 4.633e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-21 4.629e-07 7.989e+03 0.000 1.000  
## factor(Halftime.H.R)-18 4.630e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-17 1.696e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-15 4.633e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-14 4.632e-07 6.973e+03 0.000 1.000  
## factor(Halftime.H.R)-13 4.633e-07 7.293e+03 0.000 1.000  
## factor(Halftime.H.R)-11 1.806e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-10 1.696e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-9 4.633e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-8 4.635e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)-7 1.739e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-6 1.816e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-5 3.713e+01 9.224e+03 0.004 0.997  
## factor(Halftime.H.R)-4 1.857e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-3 1.857e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-2 1.926e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)-1 1.816e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)0 1.816e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)1 1.885e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)2 4.633e-07 9.224e+03 0.000 1.000  
## factor(Halftime.H.R)3 2.003e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)4 1.966e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)6 1.995e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)7 1.958e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)8 3.713e+01 7.532e+03 0.005 0.996  
## factor(Halftime.H.R)9 3.713e+01 9.224e+03 0.004 0.997  
## factor(Halftime.H.R)10 3.713e+01 6.752e+03 0.005 0.996  
## factor(Halftime.H.R)11 3.713e+01 7.293e+03 0.005 0.996  
## factor(Halftime.H.R)13 1.926e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)14 3.713e+01 6.918e+03 0.005 0.996  
## factor(Halftime.H.R)15 3.713e+01 7.989e+03 0.005 0.996  
## factor(Halftime.H.R)17 1.995e+01 6.523e+03 0.003 0.998  
## factor(Halftime.H.R)18 3.713e+01 7.532e+03 0.005 0.996  
## factor(Halftime.H.R)20 3.713e+01 9.224e+03 0.004 0.997  
## factor(Halftime.H.R)21 2.076e+01 6.523e+03 0.003 0.997  
## factor(Halftime.H.R)23 3.713e+01 9.224e+03 0.004 0.997  
## factor(Halftime.H.R)24 3.713e+01 7.293e+03 0.005 0.996  
## factor(Halftime.H.R)25 3.713e+01 9.224e+03 0.004 0.997  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 351.37 on 255 degrees of freedom  
## Residual deviance: 220.69 on 213 degrees of freedom  
## AIC: 306.69  
##   
## Number of Fisher Scoring iterations: 17

# Computing the test statistic

For model 1:

To compare our logistic model to our saturated model we are going to use the GLR test. The GLR test finds the difference between the max likelihood for the logistic model (which has two betas) and the saturated log-likelihood model (which has 41 betas).

max likelihood for logistic = -163.18141

max likelihood for log-like = -134.3914

The difference = -28.79

Once we have this difference, we multiply it by negative 2 to get 57.58

This statistic acts as a chi-squared distribution with degrees of freedom df = 41 - 2 = 39

The test statistic has a p-value of 0.0279, telling us it is significant at the alpha value of 0.05. Because it is significant this suggests that the logistic model may be incorrect

For model 2:

We are now going to do the same process except for the second model, which uses the half time score margin to predict the winner of the game.

max likelihood for logistic = -125.74107

max likelihood for log-like = -110.34566

The difference = -15.39541

We then multiply this difference by negative 2 to get -30.79082

This statistic acts as a chi-squared distribution with degrees of freedom df = 41 - 2 = 39

The test statistic has a p-value of 0.8774 which is not statistically significant at the alpha = 0.05 level or even at the alpha = 0.1 level. This suggests that the logistic model is correct

# Model Formula

The logistic model formula is as follows:

P( | X) =

As for our specific examples from above:

model 1: P( | X) =

model 2: P( | X) =

The plot below shows the probability curves of both models. The model which is predicted using the vegas odds is in black and the model which uses the halftime score margin is in blue. In the beginning the two are relatively consistent, but as we can see the using the halftime score allows us to better predict whether the home team wins.

# make an empty graph with the correct limits   
plot(0,0, xlim = c(-30,30), ylim = c(0,1), type = "n", xlab = "x (points)", ylab = "P(Y=1|x)")  
  
# add the two lines (change beta0 and beta1 to numbers from your fits)   
# model 1  
lines(seq(-30,30,.1), 1/(1+exp(-(-0.03457+0.12389\*seq(-30,30,.1)))))   
# model 2: uses half time  
lines(seq(-30,30,.1), 1/(1+exp(-(0.27694+0.16517\*seq(-30,30,.1)))), col="blue")

![](data:image/png;base64,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)

# Hypothesis Testing

### Model 1

First we are going to carry out approximate tests of Ho: (based on standard errors) for model 1. The estimates we are using become approximately normal because we are using the Maximum Likelihood Estimates. This means we can use an approximate z test for the model parameters.

Looking at the parameter estimate output for model 1, we can see the estimate for and the standard error is 0.14223

Our approximate z-statistic = which has a p-value of 0.808. This means the coefficient on for the first model is not significant and we cannot reject the null hypothesis which says is equal to 0.

### Model 2

Now we are going to carry out approximate tests of Ho: (based on standard errors) for model 2. The estimates we are using become approximately normal because we are using the Maximum Likelihood Estimates. This means we can use an approximate z test for the model parameters.

Looking at the parameter estimate output for model 1, we can see the estimate for and the standard error is 0.1556258

Our approximate z-statistic = which has a p-value of 0.0752. This means the coefficient on for the first model is significant at the alpha = 0.1 level. At this level we can reject the null hypothesis which says is equal to 0.

# Multiple Logisitic Regression

The above examples only include one explanatory variable, but now let us walk through an example with multiple variables.

Model5 <- glm(response1 ~ Vegas.H.R + Halftime.H.R, data = modeldata, family = "binomial")  
summary(model5)

##   
## Call:  
## glm(formula = response1 ~ Vegas.H.R + Halftime.H.R, family = "binomial",   
## data = modeldata)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7144 -0.8315 0.2094 0.7613 2.4335   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.05103 0.17215 0.296 0.76690   
## Vegas.H.R 0.10072 0.03174 3.173 0.00151 \*\*   
## Halftime.H.R 0.16219 0.02308 7.027 2.11e-12 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 351.37 on 255 degrees of freedom  
## Residual deviance: 240.76 on 253 degrees of freedom  
## AIC: 246.76  
##   
## Number of Fisher Scoring iterations: 5

This results in the following model:

P( | X) =

P( | X) =

Therefore, if we wanted to know the fitted probability of the home team winning in the instance that the team is favored by 7 to win and leading by 3 at halftime (Vegas.H.R = 7 and Halftime.H.R = 3), we simply plug in the values 7 and 3 to our equation above:

P( | Vegas.H.R = 7 & Halftime.H.R = 3) = = 0.2239768

This means the log odds of the home team winning, when Vegas.H.R = 7 and Halftime.H.R = 3, is 0.2239768

### Explain the interpretations and p-values of the fitted coeffificnets

The interpretation for beta coefficients for multiple logistic regression is slightly different than normal linear regression. Let us interpret the above example:

* : When the home team is not favored to win at all (Vegas.H.R = 0) and they are not leading at halftime, the log odds of them winning is 0.05103

The p-value for this beta is not significant, which means we cannot reject the null hypothesis that it is 0.

* : For every one unit increase in Vega.H.R , holding constant Halftime.H.R ,the log odds of the home team winning increases by 0.10072
* : For every one unit increase in Halftime.H.R , holding constant Vegas.H.R , log odds of the home team winning increases by 0.16219

The p-value for both and is less than alpha = 0.05, which means they are statistically significant. This means we can reject their individual null hypotheses that they should be equal to 0.

### Alternative approximate GLR tests

We are now going to perform a GLR test comparing our multiple logit model and the model which only uses Halftime.H.R as a predictor.

max likelihood for multiple logit = -120.38

max likelihood for Halftime.H.R model = -125.74 T

he difference, multiplied by negative 2 gives us: 10.7187431

This statistic acts as a chi-squared distribution with degrees of freedom 1, for the difference in number of parameters between the two models is only 1

The test statistic has a p-value of 0.0011 which is statistically significant at the alpha = 0.05 level. This suggests we can reject the null hypothesis that the beta for Vegas.H.R should be 0. This also tells us that our multiple logit regression is a better estimate than the model which only uses halftime as a predictor.

# Sources

<https://towardsdatascience.com/assumptions-of-logistic-regression-clearly-explained-44d85a22b290>